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Computing the distribution of the words is an important topic in DNA analysis. The distributions of the words are approximated by Poisson and CLT distributions. On the other hand there are several computing methods of the exact distributions of the words see [1-5]. The exact distributions of the overlapping words are compricated. This presentation focus on the simple case i.e., the computation of the exact distributions of non-overlapping words and demonstrate a simple formula for the distributions. We refere to the computer experiments for the human DNA size.
A word $w$ is called overlapping if there are prefixes $x, y$ of $w$ and $w=x y$. A word is called nonoverlapping if it is not overlapping. For example 111 and 1010 are overlapping, and 100 and 110 are non-overlapping.
Let $X \in A^{n}$ with finite alphabet $A$ and $w \in A^{*}$. Let $|w|$ be the length of the word $w$ and $N_{w}$ be the number of $w$ in $X$. For example let $A=\{a, b, c, d\}$, $w=c d a$, and $X=a b c d a c d a$ then $|w|=3, N_{w}=2$.

The following is the special case of [3-5].
Theorem 1 ([3-5]) Let $w$ be a non-overlapping word, $P$ be i.i.d. process on $A^{n}$, and $p:=P(w)$. Let

$$
\begin{aligned}
& F_{A}(z)=\sum_{k}\binom{n-|w| k+k}{k} p^{k} z^{k}, \text { and } \\
& F_{B}(z)=\sum_{k} P\left(N_{w}=k\right) z^{k} .
\end{aligned}
$$

Then

$$
F_{A}(z)=F_{B}(z+1) .
$$

## Corollary 1

$$
\begin{equation*}
P\left(N_{w}=s\right)=\sum_{s \leq k}\binom{n-|w| k+k}{s, k-s}(-1)^{k-s} p^{k} \tag{1}
\end{equation*}
$$
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Theorem 2 ([5]) Let $w$ be a non-overlapping word.

$$
\begin{gathered}
\forall t E\left(N_{w}^{t}\right)=\sum_{s=1}^{\min \{T, t\}} A_{t, s}\binom{n-s|w|+s}{s} P^{s}(w) . \\
A_{t, s}=\sum_{r}\binom{s}{r} r^{t}(-1)^{s-r}, T=\max \{t \in \mathbb{N}|n-t| w \mid \geq 0\} .
\end{gathered}
$$

In the above theorem, $A_{t, s}$ is the number of surjective functions from $\{1,2, \ldots, t\} \rightarrow\{1,2, \ldots, s\}$ for $t, s \in$ $\mathbb{N}$ where $\mathbb{N}$ is the set of natural numbers.
Computer experiments. Let $A=$ $\{a, b, c, d\},|X|=32 \cdot 10^{8}$, and the probability of each letter is $1 / 4 . X$ is the human DNA size and $P(w)=4^{-|w|}$. If $|w| \geq 14$, we identified that the exact distribution (1) is numerically almost same to Poisson distribution, $\operatorname{Po}\left(N_{w}=k\right)=e^{-\lambda \frac{\lambda^{k}}{k!}}$ and $\lambda=E\left(N_{w}\right)$. In case that $|w|$ is small, the exact distributions will be well approximated with CLT. Our algorithm compute the exact distribution for human DNA size within few seconds with desktop computer. The distributions of the sparse pattern can be computed with similar manner [5].
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